Research Statement Hassan S. Shavarani

My research is primarily centered on the development of simpler, more resource-efficient alter-
natives to address current NLP problems, and my work is dedicated to exploring methodologies
that aim to minimize computational requirements while boosting performance.

By investigating innovative algorithmic designs and distribution strategies, I aim to democratize
access to NLP technologies, making them more accessible across diverse applications and user
communities. [ have a particular interest in information extraction, with a specific focus on
structured prediction-based methods, which I find to be both intriguing and instrumental in
this process.

Structured prediction in machine learning focuses on mapping a sequence of inputs to a se-
quence of outputs within a vast output space, each prediction interconnected with others. My
dissertation focused on harnessing the power of structured prediction to enhance and simplify
intricate solutions in areas such as machine translation, entity linking, and question answering.
The following sections will provide a more detailed explanation of my published contributions.

Structured Prediction for Machine Translation

Introduction of BERT [2] was a revolutionary breakthrough in NLP and Jawahar et al. [6],
among others, showed that BERT captures syntax and semantics very well. We demonstrated
that a lightweight structured prediction-based linguistic information extraction module from a
non-finetuned BERT is effective in enhancing translation quality in different settings considering
a spectrum of training set sizes for Machine Translation [14]. Importantly, this enhancement
was achieved without imposing supplementary inference time or introducing undue complexity
to the model.

Structured Prediction for Entity Linking

Knowledge bases such as Wikipedia serve as extensive repositories of information, and Entity
Linking (EL) sifts through unstructured text to identify spans of text (mentions) that corre-
spond to entries in these repositories. Given that knowledge bases often encompass millions of
entries, EL faces a formidable challenge due to the vast pool of potential candidate entries it
must navigate even when correctly identifying a mention. We proposed SPEL [15], a novel effi-
cient structured prediction-based approach with a single affine transformation atop a RoBERTa
[10] encoder. We devised several mechanisms including context sensitive prediction aggregation
and careful entity vocabulary construction to ensure state-of-the-art performance of SPEL on
a common entity linking benchmarking dataset. In addition to exceptional performance, SPEL
can smoothly operate on CPU for inference and can be fine-tuned with a GPU memory of less
than 6GBs.

Unified Examination of Entity Linking

In a subsequent study [11], we comprehensively examined recent neural entity linking meth-
ods within a unified black-box evaluation framework. Our experiments focused on how these
models responded to an entirely unseen test set of recent news articles (AIDA /testc), aiming to
understand the impact of adaptive overfitting [9] on recently published entity linking contribu-
tions. Additionally, we benchmarked these models in scenarios where candidate sets (shortlists
of knowledge base entities for each mention span) were completely absent. We found that while


https://github.com/shavarani/SpEL/blob/main/resources/data/aida_testc.ttl

adaptive overfitting is not a significant issue in entity linking, only a handful of off-the-shelf
entity linking models, including SPEL, maintain effectiveness in the absence of handcrafted
candidate sets which are not typically available in specific domains such as medical NLP or
languages other than English.

Entity Retrieval for Answering Entity-Centric Questions

Following the emergence of Large Language Models [LLMs; 12, 7, inter alia], retrieval-augment-
ation [8, 5] has become a common approach to enhance the knowledgability and factual reli-
ability of LLMs [19, 13, 21]. We studied the application of Entity Linking, focusing on our
proposed SPEL framework, as an alternative to the widely used dense retrieval methods in
retrieval-augmented question answering, especially for entity-centric questions about the real
world. Our findings indicated that our proposed Entity Retrieval strategy [16] surpasses other
retrieval methods in performance, while requiring less time and resources.

Other Work: Multi-class Multilingual Classification of Wikipedia

Wikipedia stands as a valuable resource of world knowledge for humans, yet its lack of struc-
tured data poses challenges for NLP models in comprehending contextual cues when making
predictions, particularly evident across non-English languages. To address this gap, we created
SHINRA-5LDS [17], a multilingual hierarchical classification dataset featuring fine-grained
annotations across three levels of hierarchy for Wikipedia articles in Japanese, English, French,
German, and Farsi. Our evaluation with contemporary classification models underscored the
formidable hurdles text classifiers encounter when tasked with large datasets and fine-grained
tag sets.

Other Work: Improving the Efficiency and Quality of Machine Translation

In a separate line of work, I have contributed to improving the efficiency and quality of language
translation through various innovative methods, as briefly discussed below:

e A data annotation algorithm to identify optimal segmentation boundaries considering both
latency and translation quality in spoken language translation [18].

e Integration of the segmentation model of [18] and an incremental decoding algorithm to create
an automatic simultaneous translation framework, which outperformed other comparable
systems available at the time [20].

e A supervised learning approach for training an agent in simultaneous translation, which
minimizes the average lagging in producing target tokens while maintaining high translation

quality [1].

e A hierarchical tree-based decoding approach incorporating syntactic dependencies to enhance
translation fluency and improve reordering accuracy in machine translation [3].

e A constrained decoding algorithm integrating bilingual lexicons into the copy mechanism for
machine translation, effectively reducing model parameter size and training costs without
compromising performance [4].
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